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It is suggested here that the point-biserial coefficient of corre­
tion, rpb' is the square root of the ratio of the "Between" Sum of
Squares to the "Total" Sum of Squares, of the one-factor, completely
randomized analysis of variance design, and that the extrapolation,
t=rpb.J'CN-2) CI-rpb2), is distributed as Student's t with degrees

of freedom, df = N - 2, and is therefore an appropriate test of sig­
nificance for rpb'

The point-biserial product-moment co­
efficient of correlation, r pI» is an algebraic
hybrid related to Pearson's well known
statistic, T. It is obtained by formula, as
follows,

m, and m., the arithmetic means of each
of two groups within a larger, dicho­
tomized sample;

n, and n2, the number of cases in each
of the groups mentioned above, re­
spectively (n, + n, = N), and

St, the standard deviation of the whole
undichotomized sample.

Among the problems complicating the
interpretation of r pb is the fact that it
does not seem to be amenable to a defi­
nite test of significance. Some authors
(e.g., McNemar, 1956, p. 195) emphasize
the dependency of r pb on the difference
between two means, and suggest an or­
dinary t test as the appropriate test of
significance. Other authors (e.g., Peat­
man, 1963, p. 312), prescribe the use of
the extrapolation

(2)(€[2t = rpb -
1-rpb

since the quantity yielded by (2) is known
to be distributed as Student's t with
degrees of freedom, dt:::::: N -- 2, when
Pearson's r is substituted by r pb; however,
it is not clear why formula (2) is recom­
mended for use with rpb' unless one makes
the dubious assumption that if (2) works
with r it must also work with 'pb' as well
as with anyone of the other members
of the family of product-moment corre­
lations, i.e., the biserial r, Spearman's Rho,
etc. To confound matters further, one
author (Guilford, 1965, p. 323) argues that
"the hypothesis of zero correlation [with
r Pb] can be tested in two ways" (Italics
mine). The two ways listed by Guilford
are the two alternatives already cited
above.

It turns out, however-and that is the
main argument of this communicationv­
that these so-called alternatives simply
represent two equivalent ways of doing
exactly the same thing. The proof is
straightforward and is given next.

Consider the one-factor, completely
randomized design in the Analysis of Var­
iance. Here it is well known that

(1)
(m l -m2) vn;n;

StoN
rpb=

where
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(4)

If we take 7nJ (rn, - M)2 and ex­
pand the binomial, when K = 2, i.e., when
only two groups are being considered,
we obtain

(n.m, + n2m2)2

nJ' the number .of observations in the
jth group.
In expression (3), the term on the left

side of the equality is known as the "Total"
Sum of Squares (SS~ ; the first term

on the right side of the equation is known
as the "Within Groups" Sum of Squares"
sum of Squares (SS ).

w

where
Xu, an individual score i, found in group

group j ( i; I, 2, 3,. , n)

mJ, the arithmetic mean of group j (j:
I, 2, 3, ... , k);

M, the mean of the total, undichotomized
sample.

~ h .J t e summation over group means, or
group totals, up to the kth case;

~
i, the summation over individual observa-

tions up to the nth case, and,

- ---------------------
Since,
(n 1m1)2 + (n 2m2)2 = (n.m, + n2m2)2 -'- 2n1n2m1m2

equation (4) becomes, after substitution and simplification,

(5)
~ . n.n, (m, -m2)2
j nj (m J-M)2=-,------­

(n, + n2 )

If we now take square root of both sides of (5), we get

~
lIi2

(rot-ro.). N (Sa) •
Take next the "Total" Sum of Squares"

and multiply it by NIN, that is, by unity.
The result is

~ : 1~(XU-M)2=NVt (6)

where Vt is the total variance of the sam­
ple in question. Again, square root of both
sides of (6) yields. rss; .

iN ~=StfN (6a)

where S, is the Standard deviation of the
total, undichotomized sample. Finally, if
equation (5a) is divided by (6a), we get

~SSSSn =
(ml-m2)~

------- = 'pb (7)
St N

. T
the formula of the point-biserial v. For­
mula (7) shows that the point-biserial r
is a trivial instance of the general case.:R = (8).

SST·
well known to statisticians, where R is a
general measure of correlation and symbols
inside the radical are as defined earlier.
Formula (7) also indicates that the 'pb

cannot reach unity as long as there is
some residual variability within the groups. •
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It is enough to recall that SS - SS
T n=SS and that, when k = 2, the "Be-

tween Groups" Means Square, MS, is
n

MS = SS /(k - 1) = SS ; Also, the
n B

"Within Groups" Mean Square is MS
w=SS /(N -2). Therefore, formula (9)

w

can be rewritten as

Set 2
31 57 25
96 14 56
45 25 38
12 43 46
27 17 21
54 42 54
32 33 19

One numerical example may further
dramatize what has already been said.
Suppose we had the following sets of
numbers:

Set 1
59 99 91 63
84 75 48 54
41 85 74 98
62 48 59 37
35 61 33 49
98 32 85 85
77 54 67 76

t=fSB (10)
MS

w

which is the square root of Fisher's ratio
between two variances and which is dis­
tributed as Student's t with degrees of
freedom df:::: N - 2. This is a happy CO~

incidence. Formula (10) shows that equa­
tion (2) contains a bonafide t test. On
the other hand, expression (10) also sug­
gests that (2) is not distributed as Stu­
dent's t when it is used to evaluate the
biserial r; neverthelss, the biserial r is
related to r nb in a very definite manner
and the problem is solved by transforming
the biserial r into r pb' and then finding t.

In any case, the main point made
here is that equation (2) is a direct test
for significance of the difference betwcen
two independent means, and an appro­
priate test for the hypothesis that r11b is
zero.

(9)
SS -SS

T n

SS (N-2)
u

This fact suggests that r pb underestimates
correlations present in the data from which
it is obtained. Coincidentally, a rank­
analogue of the point-biserial r described
by Campos & Santos (1968) consistent­
ly gave higher values than r pb when both
statistics were computed from the same
data. r u' the statistic of Campos and San­
tos, can have values of -1 and 1, where
"pb cannot have the same values.

Further, if rpb = Yss / ss ,this iden-
B T

tity may be substituted into equation (2)
to obtain

t=/SSB (N-2)

SS SS
T B

1--­
SS

T

•

•
,

TABLE 1

ANALYSIS OF VARIANCE OF THE DATA OF SETS 1 AND 2
---+- .

Source of
Variation df SS MS F

Between Sets 1 9304.3081 9304.3081
22.7887

Within Sets 47 19189.4687 408.2865
Total 48 28493.7768

- + ----- __ • ___ -I _.~
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For these data,
M1 = 62.2500; n, = 28; M2~ 37.4761;

n, = 21;
S, = 24.0794, and N = 49.

Computation of rpb by formula (1)
glves

(62.3214) - 37.4762) V(28) (21)
'pb = -------,-------

(24.1144) (49) ;
=0.5714

Finally, by formula (7) we get

9304.3081

28493.7768
= 0.5714

and, since t =~ .

..t = V22.7132 = 4.75658.
These two latest values match the values
obtained earlier through conventional
methods.
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